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ABSTRACT

We investigate the pullback attractors for the Higher-order Kirchhoff-type equation with

nonlinear strongly damping and delays:
2
gt—l:+ J(HV’“UZH)(—A)”‘ %u +¢(HVmuH2)(—A)mu = f(x)+h(t,u,) . For strong nonlinear damping

o and ¢, we make assumptions (A1)-(Az). For delay forcing term h, we make assumptions
(G1)-(G2). Under of the proper assume, the main results are existence and uniqueness of the
solution are proved by Galerkin method, and deal with the pullback attractors.
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1. INTRODUCTION

We consider the following Higher-order Kirchhoff-type equation:

gt—‘jm(uvmuuz)(—mm zt—“+¢(uvmuuz)(—A)mu = f()+htu)t>7 (1.1)
ul,, =0,t>7z-r, (1.2)

u(x,t) =1//(X,t—r),(2t—u(x,t) =%’”(X,t—f),XeQ,t elr-r,7] (1.3)

where m>1 is an integer constant, and Q is a bounded domain of R" with a smooth dirichlet
boundary 6Q and initial value. o and¢ are
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scalar functions specified later, f(x)+h(t,u,)is the source intensity which may depend on
the history of the solution, y is the initial value on the interval [r—r,z]where r>0.
Moreover, u, is defined for 8 e[-r,0]as u, () =u(t+6).

This kind of wave models goes back to G. Kirchhoff ! and has been studied by many authors
under different types of hypotheses. It's well known that the long time behavior of many
dynamical system generated by evolution equations can be described naturally in term of
attractors of corresponding semigroups. Attractor is a basic concept in the study of the
asymptotic behavior of solutions for the nonlinear evolution equations with various
dissipation. There have been many researches on the long-time behavior of solutions to the
nonlinear damped wave equations with delays. The existence of global and exponential
attractors have been investigated by many authors[see 2-5]. A new type of attractor, called a
pullback attractor, was proposed and investigated for non-autonomous or these random
dynamical systems. The pullback attractor describing this attractors to a component subset for
a fixed parameter value is achieved by starting progressively earlier in time, that is, at
parameter values that are carried forward to the fixed value[see 6-14].

In [6], the existence of a pullback attractor is proved for a damped wave equation containing
a delay forcing term.
MU A= fehu)ts T
ot ot
u.=0t>z-r,
u(x,t)=¢(x,t—-7),xeQte[r-r,r],
ou  0¢

—=—,XxeQte[r-r,7].
ot ot

(1.4)

The result follows from the existence of a compact set which is uniformly attracting for the
two-parameter semigroup associated to the model.

In 2013, Guoguang Lin, Fangfang Xia and Guigui Xu ! study the global and pullback
attractors for a strongly damped wave equation with delays when the force term belongs to
different space.

2
gt_‘;mgt_u_mgt_“_mw(u) = f(X)+h(tu)t>z.  (L5)

The results following from the solution generate a compact set.

In 2010, Maria Anguiano ® studied the existence of a pullback attractor in L*(Q2) for the
following non-autonomous reaction-diffusion equation
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g_l:—Au:f(u)+h(t), in Qx(r,+),

u=0 on 0Qx(r,+x), (1.6)
u(x,7) =u_(x),xe Q.

is proved in this paper, when the domainQ is not necessarily bounded but satisfying the
Poincaré inequality, and he L’ _(R;H™(€)). The main concept used in the proof is the
asymptotic compactness of the process generated by the problem.

In 2006, Yejuan Wang ! present the necessary and sufficient conditions and a new method to
study the existence of pullback attractors of non-autonomous infinite dimensional dynamical
systems. For illustrating the method, they apply it to non-autonomous 2D Navier-Stokes
systems.

2
u'+a(t)d uou=vAu-vp+ f(t).
i=1

divu =0, .7
ulaQ =0,

where v >0 and Q is a smooth bounded domain in R?.

They also show that the para-metrically inflated pullback attractors and uniform attractors are
robust with respect to the perturbations of both cocycle mappings and diving systems. They
take an example, and consider the non-autonomous 2D Navier-Stokes system with rapidly
oscillating external force.

For equations of the form

u'+ A(t)u(t) = F(t,u,),t >0.

(1.8)
u(t) = w(t),t e [-h,0].

have been analized by some people. For example, M.J.Garrido and J.Real ™ prove some
results on the existence and uniqueness of solution for a class of evolution equations of
second order in time, containing some hereditary characteristics. Their theory is developed
from a variational point of view, and in general functional setting which permits us to deal
with several kinds of delay terms. In particular, we can consider terms which contain spatial
partial derivatives with deviating arguments.

At present, most Higher-order Kirchhoff-type equations investigate global attractors,
exponential attractors and blow-up of solution. However, we investigate the pullback
attractors of the Higher-order Kirchhoff-type equation (1.1) with strong nonlinear damping
and delays. In section 2, we introduce some basic concepts. Under of the proper assume, in
section 3, we prove the existence and uniqueness of the solution by Galerkin method. At last,
in section 4, we obtain the existence of the pullback attractor. The technology we use is
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introduced in [6], that is, we divide the semigroup into two: the one is a asymptotically close
to 0, while the other is uniformly compact, so we can get the pullback attractor.

2. PRELIMINARIES

Denote and assumptions

For brevity, we denote the simple symbol, H = L*(Q),V = HJ'(Q)

D(A) =Hy™(Q) , f=1f(x) and h=h(t,u,). | represents inner product, c,(i=0,1,...5)are

constants, s (i =0,1)are also constants. A is the first eigenvalue of the operator —A.
Our problem can be written as a second order differential equation in H:
u" + O'(HVmuHZ)(—A)mu’ + ¢(HV’“UH2)(—A)mu = f(x)+h(t,u),t>0, (2.1
u)=w(t-r7),tel[r-r,7], (2.2)
u)=wt-7)tel[r-r,7]. (2.3)

In general, if (X,||, ) is a Banach space, we denote by C, the space C"([-r,0]; X) with the

sup-norm, i.e. ||g//||CX zgs[l:IpO]”y/(H)”x , for y € C, . Given another Banach space (Y, ||, ) such

that the injection X <Y is continuous, we denote by C,, the Banach space
C, MC([-r,0];Y) with the norm |||  defined by

e, =lwle, +lwle,  for v eCyy. (24)

We will use the space C , C,, C, , and C,, , ... inour analysis.

In this section, we present some assumptions needed in the proof of our results. For this
reason, we assume that

(Ay) setting ¢'(s)—eo'(s) >0,0(s) >, Va >0, then

@(v"u[) o [vnu] N|vruf

> [ o #(s) —so(s)d s (2.5)

0

m. |12
2aHV uH +C,.
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(Ao) tbo <P(S) < g4, u=1 ¢ (2.6)

We make the following hypotheses on the function h: RxC, - H .
(G1) V¢eC,,teR—>N(t,) eH is continuous; 2.7)
(Gy) VteR, h(t,0)=0; (2.8)

(Gs) 3L, >0,such that Vt e R,V¢&,n € C,,

Ihtt, &) -het.m)] < L | =7, : (2.9)

(G4) 3m, >0, C, >0, such that vm [0, m,], 7 <t, and
u,veC’([r—r,t];H),
[le™In(s.u)~h(s.v)fds<C[" e™[u(s)-v(s)ds; (2.10)

(Gs) heC'(RxC,,;H), and there exists C >0such that, for any (t,&) e RxC,,, the Fréchet
derivative oh(t,&) e L(RxC,,, H) satisfies

[ Ol e, 1 < CAFE, (211)

Preliminaries on pullback attractors

In [2], we deal with the global attractors by semigroup S(t). Instead of a family of the one-
parameter map S(t), we need to use a two-parameter semigroup or process U (t,z) on the
complete metric space X, U(t,7)y denotes the value of the solution at time t which was
equal to the initial value y at time 7.

The semigroup property is replace by the process composition property
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U(t,2)U(z,r)=U(t,r), for all t>z>r, (2.12)
and obviously, the initial condition implies U (z,7) =Id .

Definition 2.1 ! Let U be the two-parameter semigroup or process on the complete metric
space X . A family of compact set A(t),.; is said to be a pullback attractor for U , if, for all
7 e R. It satisfies

(1) U(t,2)A(z) = A7) , forall t>7;

(2) limdist, (U(t,t—s)D, A(t)) =0, for all bounded D c X, andall teR.

Definition 2.2 ") If the family B(t),, satifying

(1) pullback absorbing with respect to the process U, if for all te R and all bounded
D c X, there exists T, (t) >0 such that U (t,t —s)D < B(t) forall s>T,(t);

(2) pullback attracting with respect to the process U, if for all teR, all bounded
Dc X,andall £>0, there exists T, ,(t) >0 such that for all s>T_(t)

dist, (U (t,t—s)D, B(t)) < &; (2.13)

(3) pullback uniformly absorbing (respectively uniformly attracting) if T,(t) in pact (a)
(respectively T, ,(t) in part (b)) does not depend on the time t.

Theorem 2.1 Let U(t,7) be a two-parameter process, and suppose U (t,z): X — X is
continuous for all t> 7. If there exists a family of compact pullback attracting sets B(t), 5 ,

then there exists a pullback attractor A(t),.s , such that A(t) = B(t) forall t e R, and which is
given by

A=[J Ay @), where A (t)=JU@t-s)D. (214

DcX neN s>n

3 EXISTENCE AND UNIQUENESS OF THE SOLUTION

Theorem 3.1 Assume that f e} (R,H), weC,,, o and ¢ satisfies (A1)-(A2), and h
satisfies (G1)-(Gs). Then, for any 7 e R, there exists a unique solution u(-)=u(-;z,y) of the

problem (1.1) such that u e C°([r —t,o0];V)MC*([z —r,];H).

Proof. Let v=u'+e¢u, then equation (2.1) become
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V—evtgfu+o([VTul ) (-4)" - o (VU] )(-a)"u
(3.1)

m 2 m
+(|V"ul| )(=A)"u = f (x)+h(t,u,).
We use v multiply with both sides of equation (3.1) and obtain

1d " o
S g e + £ @)+ vl Ay

—ea([V"u )((-A)"u,v) + ¢V "u] )(-4)"u,v) (3.2)
= (f(x),v) +(h(t,u;),v)

Handle some items of (3.2), as follow

2
gz(u,v):gz(u,u’+gu):%%||u||2+53||u||2 (3.3)

o([Vu ) (2)"v,v) = o([vul) e[ (3.4)

@(v"u[) - o7 N(-2)"u.v)

= @(|v"u]") ~ o (VU] D(-A)"u, '+ eu)

QD -eo (v o
2 dt

+e@(vul) = ao (Vo Dl

(3.5)
vl

By using Holder inequality, Young's inequality, we obtain

1 2 2
(FO.) <[ F O V] < | f] +%||V|| (3.6)

1
(e <l < I+ @)

From the above,we have
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%%[”v”2 v Juff + I ()~ eo(s)) d T+ o[V v

SR M PR (R D @9

1 1
< |l

m

When assumption (A;) hold, and ¢ < % , We receive

2+l + 15 - o s ast+ vy -y

s 26) + & Julf + £ ]I (ps) - so(s)) ds (3.9)
<[t + I
Due to assumption, we get
S+ 7ol + I @) -eo (o) ds
anVF + & ulf + I (bs) - eo(s)) d's) (3.10)
<t +-2[nf
where y, =min{24" —4¢, 2¢}.
Denote H,(®) =V + & [ulf + I (4(s) - eor(s)) .
Because
L pem (i +22Juf + 15 (95) - 25y d )
dt
—mem ([ + &2 uff + I (6s) - o (s)) d's) (3.11)
fem %(||v||2 v Juff + I (g(s) - o(s) d).
Hence, we can get the following inequality
L pem ol + & Julf + I (9(s) - s (s d )
dt
<m-p)e™ ([ + &2 uff + T (b(s) - so(s))ds)  (3.12)

emt 2emt )
—|f —1h".
e+ )
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By integration over the interval [z,t], we deduce

e ([ + &2 Julf + I (4(9) — eo(s))ds)
o + &2 ulf + I (p(s) - o)) ds)

[ N s+ [ 2ot ds

Semr(

=g e + 2ol + 1 (05) - eopas)ds

sem’Hl(t)+(m—71)J':em5Hl(t)ds (3.13)

V”‘uH2 ds

29-m
+i”f”2 (emt_emr)_l_MJ'i gms
em g o
=e™H, () +(m-7)[ e™H O ds+ 2] ™ —e™)

1 1 r 1 cm

+

C"zj_m I:_r e™ V”‘UH2 ds+ Cpd™ J.:emS

V”‘u”2 ds
&

Assumption (A;) imply
HV’"U

a| o< + & + 5 pts) - co(oNds o = Hi 0o, (3.14)

So,we can get the following inequality

W+ 2 Julf + I () - so () ds _HO+g

oo <!

(3.15)
(04 (04
(3.15) means that
t ms m 2
J;e viu(s)| ds
sj'temsHl—(t)dHJ'temS&ds (3.16)
T (04 T (04

<2 ['emH,@)ds+ (" —e™),
ac‘r am

and
J.T_ g™ V”‘u”zds
<[ emSHl—(t)ds+ “emGgs (3.17)
7—=r a 7—=r o

1 or
S—'[ emSHl(t)ds+i(e"‘T —e™y,
avr am

Progressive Academic Publishing, www.idpublications.org



European Journal of Mathematics and Computer Science Vol. 4 No. 2, 2017
ISSN 2059-9951
In the Bounded set D= C, ,,, forany ue D, there exists a constant d such that
2
||v||2 +HVmuH <d?, (3.18)

H, O =V + &2 uff + I (b(s) - eo(s)ds <z (3.19)

249-m

<0. And we can choose

We take a proper constant « >0, such that —y, +
oE
CZ -m
m e (0,m,) small enough, such that m—y, +—" <0.
(0725

For this choice, by (3.16)-(3.19), (3.13) can be rewritten

249-m

e™H, (t) <e™d? +i|| fIf €™ —e™)+(m—y + )J'temsHl(t)d s
em T
2 -m 2 -m 27-m
Ch 012’ (emt _emr) + Ch Cl/l (emr _em(rfr)) + Chﬂ' r)emrd 2
agm asm (02 (3 20)
2 4-m '
<emd?1s 2t Ny Ly e —em)
em
2 -m 2 -m
Ch Clﬂ' (emt _emr) + Ch Clﬂ’ (emr _em(r—r))'
agm aem
So, we can get by (3.20)
29-m
H 1) <e™emd?(1s 22 Ty L g aoemem)
ag em
2 -m 2 -m
+ Ch Clﬂ“ (1_ efmtemr) + Ch Clﬂ“ (emre—mt _ em(r—r)e—mt) (321)
aem aem
G20 g 255AT

<e ™Me™d?(1+ 0

If we denote

m 2 9-m
L
ag

then (3.21) yields that

M + &2 ulf + ] (4(s) - eo(s)) ds < o + p2d%eme 0. (3.22)

By Assumption, we have

||V|| +HV UH < pZ+ pidremt, Vt>1. (3.23)
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What's more, before we prove uniqueness, we first prove a conclusion.

We denote
F(t)=f+h(tu,), t>t,—s. (3.24)
According to (G3), we have
[FOI<Ifl+ L], - (3.25)
Then equation (2.1) become

V—evt U+ o([V'ul ) (-A)" - eo (VU] )(-a)"u
2 (3.26)
+o(|V"u[ )A)"u = F ().

We use v multiply with both sides of equation (3.26) and obtain

13||v||2 —e V[ + &2 )+ (Vu) [V - e (VU] )(-4)"u.v)
2 dt (3.27)
2
+(|vV"u )(-2)"uv) = (FE).v).
By using Holder inequality, Young's inequality, we obtain
1

(F(t),v) <|F@)||v]< E”F”Z + g||v||2 . (3.28)
From (3.3), (3.5) and (3.28), we get
1 d Mu ’ m m
LD + e ulf + 1T (ps) - o spyast+ o vy vy
2 dt . (3.29)
2e vl + & ol + @ (vu]) — o v |vrul < SFF

m

When assumption (A;) hold, and & < % , We receive

1d e 2ol 7 (gs) - By gy o
I el + I 00~ conast+ vy -]y
= 26) W+ & ulf + e ST pt) - ey ds < ~IFF-

Due to assumption, we get

d i )
aHz(t)+2y2H2(t)+2(a(Hv o) - v si”F”Z, (3.31)
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where H, @) = v + & [uff + /™ (4(5) — e (s)) ds,
=min{2A™ —4e, 2¢}.
Combining the Gronwall Lemma, we get
H,(t) < C. (3.32)
At the same time, we also have
j;vavHZ ds<C. (3.33)

Hence,

¢ 2 1 1
SS(LHV”‘VH ds)2(t—s)2

N (3.34)
SE(t_S)+b’ for Vvt>s>0, 3k,b>0.

Now, we prove the uniqueness of the solution. Assume that u(-)=u(-z,y)and
v(-)=v(+7,x) are the two solutions of the initial boundary value problem (1.1), v, x are the

corresponding initial value, we denote w(-)=u(-)—v(-). Therefore we have

W+ o[Vl )8)"u o (V) A)"V + g ul ) (-a)

) (3.35)
~¢([v™[ )(-A)"v = h(t,u) - h(t,v,).

We take the inner product of the above equation with w’ and we obtain

W', W) ___|| 1. (3.36)
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(o ([vul YAy~ o (v )-a)"v, w)
= @(v"u))"u — o[V Ul )-a)"Y
v™u

o ([Vul )"V - o (V)" w)

= o[V u) VW[ + @ (vu - (v Ay w)

o)
> o ([vou)|[Vrw] = e @), v ul [V e

= J(HV”‘UHZ) vhw v™u

+ VTP vw (-a)mvw) - (3.37)

AVARVY

Vmw‘

oy e v

20(\\V”‘UHZ>HV”“W’\F—EHV”‘W\F—g—iHVmW'\F
2
= (o (vru) =22 v -2 v
Similarly,

@(V"u )Y "u =gV A) v W)

1

254’5(

(3.38)
V"u 2)—d HV’“WHZ _£ HVmWH2 ——C32 HV”‘W’HZ.
dt 2 2¢

Therefore, by the above inequality

d , " d m m > ; m, .,/
S o Lo + 2ol - S

(3.39)
—¢[v™] < 2(n(tu) ~hetv). ).

Since

2(h(t,u,) —h(t,v,), W) < [, u) —h@ v +|w|*.  (3.40)

. c’+c}
According to (A2), and o > e we have
&

%(Ilw'n2 ) <t u) -t v Wl +eviw[ . @4

So,
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d

dt +vrwl)

(W

WI

< %”h(t,ut)—h(t,vt)nz +% ? +%5vaw”2 (3.42)

2
w? +[vmw]),

< %”h(t,ut) —h(t, )| +c,(

i 1l ¢
where g =min{l, 4}, ¢, = max{—,—}.
‘ BB
Due to
t 2
['Int.u)-hetv)| ds
T 2
<Ci[_Ju-v] ds (3.43)

—me~2 2 “me2 [t ?
< il —xlf, 427 |l ds

Integrating (3.42)over the interval [z,t], we can get
m 2
w (R +[vmw()
m 2 t
V()| +c, ] (

+BAC |y -, +pATCE [l

<|w@)f + w|* +[vmw(o)|[ ) ds

2 (3.44)
w| ds

=@+ p2Cm) -l +[ e+ BACH |V e W) ds

Set y, =max{c, + 5 'A"CZ,c,}, then we have

w o[ +[vwe)|

<(L+ A "CE) |y —«] vl +[w)ds.

2 t
G +73.L(
Combining the Gronwall Lemma, we get

wo| +[vwe)|

) (3.46)
s(1+ﬂ‘lﬂ‘mcﬁr)||1//—zc||cv e~ forall t>v.

If v and x stand for the same initial value, there has

w)| +|[vwe)| <o. (3.47)
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That shows that
weo' =0,  [v"we)| =0. (3.48)
That is
w(t)=0. (3.49)
Therefore
u=v. (3.50)

We get the uniqueness of the solution. So the proof of the theorem 3.1 has been completed.
4 EXISTENCE OF THE PULLBACK ATTRACTOR

In this subsection, we assume that f e H, we aim to study the pullback attractor for the
initial value problem (1.1).

From Theorem 3.1, the initial value problem (1.1) generates a family

two-parameter semigroup U () in C, , , which can be defined by

Ut DW) =u(inp) t27, peC,,. (4.1)

Lemma 4.1 Let y,xeC,,, be the two initial values for the problem (1.1), and z € R is the
initial time. Denote by u(-)=u(-z,w) and v(-)=v(-z,x) the corresponding solution to
(1.1). Then, there exists a constant y, which does not depend on the initial data and time,
such that

Ju® v +[vru®) -y

) ) (4.2)
<@+pIATCI) |y -], €7, vizr
and
Ju—vile <@ pATCI |y -x; e, vizrer.  (43)

Proof. We denote w=u-v, by (3.35), we can get (4.2) easily.

If we consider t>7+r, then t+6>7 forany € [-r,0], and
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w(t+0)[ +|vw(t+6)|

<@+ BATCI) |y —x, €T (4.4)

<@+ BATCEn)|lw - K||<23v,H e Ytz 4.

Thus,

Il <@+ prATCIN -y, €7, wtzcar. (45)

Theorem 4.1 The mapping U(t,7):C, ,, = C, ,, is continuous forany t>r.

Proof. Let w,xeC, ,, be the initial value for the problem (1.1) and t >z . Denote by
u(-)=u(s7,w) and v(-)=v(-7,«) the corresponding solution to (1.1). Then, writing again

w=u-Vv we obtain the following. If t e[z —r,7], then w(t) =w(t—7)—«x(t—7) and

Iw )| +\vmw(t)H2

y'—K' (4.6)

2
Ch

< (1+ ﬂ_l/l_mcrfr) ”(// — K”(Z:VH e73(t*‘l'+l’).

<l -«le, +|

Thus, we have
W) +[vmwe) <@+ praci y-xf, 0, Wzeor, (@)
Whence
lw | <@+ ptamc r)||V/—K||;H et > (4.8)

which implies the continuity of U (t,7).

Theorem 4.2 Assume that condition (A1)-(Az) and (G1)-(G4) hold with m, >0, and that
f e H. Suppose in addition that C?A ™™ < y,ae. Then, there exists a family {B(t)},., of
bounded sets in C,, which is uniformly pullback absorbing for the process U()

Moreover, B(t) =B forall t e R, where B® is a bounded setin C, ,, .

Proof. By (3.23), we can have

||u'(t;r,1,//)||2 +HV"’u(t;r,w)H2 <pi+pide™ Y, vtz (4.9)
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and
lw@r )| +[Viute )| <pi+pid?: vtzo (410)
Moreover, asu(t;z,y) =w(t—7) and u'(t;z,y) =y'(t—7) for
t e[z —r,7], then inequality (4.10) holds true for t>z—r.

If we take now t >z +r, then for all & €[-r,0]we have t+6>rand so

u'(t+6;r, l//)||2 +HVmu(t + 9;’[,!//)”2 <pi+pid?emVe™,  vi>r. (4.11)

or, in other words,

Uyl <pi+pide™ ™, vtzr+r, yeD.  (4.12)
Therefore, there exists T, > r such that
Utt-syl, <pi, VteR, seT,, yeD. (4.13)

which means that the ball B, .. (0,p,)=B"c C, 4 is uniformly pullback absorbing for the
process U (--).

Remark On the one hand, observe that if t, € R and t >t,, then
ut+o;t, —s,w)=u(t+6;t—(s+t—ty),y)
and
u'(t+6;t,—s,p)=u't+0;t—(s+t—t,),yw)
with s+t—t, >s. As a consequence of (4.13) we have
Ut -swle, <pf VheR, tzt, seT, weD. (414)
or equivalently, we have Vt, e R,t>t,,0 €[-r,0],s€T,,w €D,
Ju'tt+6;t, —s,:,//)||2 +HVmu(t +03t, —s,a,//)H2 < pL. (4.15)

On the other hand, (4.10) implies, Vt, e R,t >t,,seR,tet,—s—r,y €D,

e+ 65t —sy) +|Viut+ 6t —s.y)| < pf + pid%.  (4.16)
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Lemma 4.2 ® Let y:R* — R* be an absolutely continuous function satisfying:

%y(t)+25y(t)sh(t)y(t)+z(t), t>0, 4.17)
where g>0,26L}OC(R+),J':h(s)dssg(t—s)er for t>s>0,and 3m >0, then

y(t) <e™(y(0)e ™ + j; Z(t) e d7), t>0, (4.18)

Lemma 4.3 In addition to the assumptions in Theorem 4.1, suppose that condition (Gs)
holds. Then, there exists a compact set B, C, ,, which is uniformly pullback attracting for

the process U () and consequently, there exists the pullback attractor A(t),., . Moreover,
A(t);r = Cpnyy forall teR.

Proof. For each ¢eR, the norm |y

2=||l//||iv +||l//'+€!// i w eC, ,, Is equivalent to
[, =Ile, . - This allows us to obtain absorbing ball for the original norm by proving the

existence of absorbing balls for this new norm for some suitable value of &. Indeed,let us
denote

B.(0,p)={w €C, , :|w

. <P}

Noticing that for ¢, = max{2,1+2s°A ™"} it follows that

2
Cy

lvle, . =lvle, +lv'+ep —ew

tth +26% |y

<lwlf +2lw +¢ ?
bl +2[w'+ey . (4.19)

<@1+2824™™) ”l//”iv + 2”(// + ey (Z:H
2

<G ”‘//

1

then we have B, (0, p) — B,(0,¢2p).
Let DcC, ,, be a bounded set, i.e. there exists d >0 such that for any y €D it holds

vl =lwl, +lv'+evle, <d? andso, |l ~<cd®.

Denote, as usual, by u(-)=u(-;z,w) the solution of problem (2.1), and consider the
following problems.
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V' +o(l VTUlP)(A) "V + gl VulP)(-A)"v = f(t) +h(t,u,), t>7,
v(it)=0, te[r—r,17], (4.20)
V'(t)=0, te[r-r,7],

W +o(l VTulP)(-A)"W + (| VT ulP)(-A)"w=0, t>7,
wit)=y(t-7), te[r—r,7], (4.21)
W) =y'(t-7), te[r—r,17],

From the uniqueness of the solution of problem (2.1), (4.20) and (4.21) it follows that
u(-)=v(-)+w(-), vteR,and vt>7—r. (4.22)
Consequently, U (t,z) can be written as
Ut 0)y) =U,t.)W)+U, 7)) weC,, tzz-r. (423

where U, (t,7)(w) =Vv,()=Vv,(7,w) and U,(t,7)(w)=w,()=w,(;7,y) are the solution of
(4.20) and (4.21) respectively.

First,thanks to (4.10), but with f =h =0, it follows
||W'(t;r,z//)||2 +HV”‘W(t; r,w)H2 <cd? Vt>r, weD, (4.24)
and by means of (4.11),
[w. Gz w)le, + W G| <cde™e™™™, wtzr+r, yeD, (4.25)
Furthermore, for t, e R, t>t, and s>T, >,
w(t;t, —s, ) =w(t;t—(s+t—ty),y), (4.26)

with s+t—t, >s>T, >r.

Thus, (4.25) implies in particular

||W(t;t0 s, l//)”2 < C5d 2gmr g Mlto=s—t)

(4.27)
<cd%™e™, Vt,eR, t>t, s>T,, weD.

Then, (4.25) yields that
U, (.t —s)z//||iv <cd’™e™, VteR, s>r, weD. (4.28)

Whence
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lim supsup||u2(t,t—s)w||§VH =0. (4.29)

SH% (R yeD
Let us now proceed with the other term. Letus fix t; e R, s>T,, v € D and denote
ut)=u(t;t, —s,w), v(t)=v(t;t,—s,w), t=t,—s-r, (4.30)
and
F@t)=f +h(t,u,), t>t,-s. (4.31)
Then
[FOI<[ ]+ L ul, - (4.32)

From (4.15) we obtain

IFOI<|fll+LA% p =L, Vtxt,. (4.33)

and from (4.16)

-m 1
IFOI<IT LA T ol 4407 (4.34)
<L+LA2pd, Vtxt,-S.

Let g =V'+¢v, then equation (4.20) become

0~ eq-+ev+o([Vu[ )4)"g - eo ([Vu[ )-a)"v

, (4.35)
+(|V"ul )(=A)"v = F (1)

We use (—A)q multiply with both sides of equation (4.35) and obtain

2

d 2 d m m d m+
S el + S 45 @) - o e ) S
+2 [V + 29V -eo (v vy

2

(4.36)

A

2 1,2 1 2
<—|F —|AQ]”.
L+ L)

Among (4.36), we have
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2

(v o]y - )5 [v

]
NV U, V) (4.37)

]

= v - ool Dy

2 vaﬂv

2@ (vl =o' (VU

> SV - ey

2|V (@ (vmul) - eo ((Vu D VU [V
oafolv o -jaef
> (@ (v"ul) -D v (4.38)
> 2" (o (v"u]) -0V .

Substitution (4.37), (4.38) into (4.36)

%%annz vl [ + @V u]) - o (Voul D[ 1+ 62 o

2" @V ) -)|vaf +e@(Vul) - eo(vu] N[V (4.39)

s%”Fll2 v (@ ((vrul’y - eot v ) v rul v

That is,
d m,,r m+
GO rOsIFF el

< ||F||2 +C HV”‘U’H y(t).
where

2
’

y(©) =V +&|vv| + (¢(vauH2) —ga(HVmuHZ)) [vrv

. m 12
7o =min{2(c (V") -1), 2¢3.
On the one hand, forallt>t, —s
d 5 m o
YOO <L+ 122 pd)*+CVu ]y, (441)

Noticing that y(t,—s)=0,

According to Lemma 4.2 and (3.34), we obtain
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y(t,) <Cy(t, —s)e ™ + o e [F[F dt
7; (4.42)
<[FIF=(L+LA2 pd) =15

On the other hand, if t >t,, once again,

y(t) <Cy(t,)e ™ + I: et |F| dt

<||IF|’ +Cy(t,)e™ (4.43)
<L +Cle™

Then, there exists TS > T, such that, if s>T/,

yt)<L2+CLe™, t,eR, txt,. (4.44)

Recall that y(t) =y(t;t, —s,w), if we fix t>t,, take s=TJ and denote S=t—t,+T;
we have, provided t is large enough, that

Y6t =T, w) = y(Et—(t -4, +T),p) = y(t;t-S,p) <25, (4.45)
In conclusion, there exists TJ >0 such that forall te R, and alls>T; +TJ,
y(t;t—s,w) <22, VyeD. (4.46)
Denoting T, =T, +T/+R,wehave forall y €D, teR, s>T,

Ival" + &2 [V + @V —eo (v DV <2, @an)

where F(t;t—s,y)=f +h(t,u,(t—s,y)).
Consequently, forall w e D, teR, s Z'fD ,

< 2 s 2z, (4.48)
Vs Vs

W +[v™iv
Vs

where ]/5=min{1,€2,¢(HVmUH2)—{:‘O‘(HVmUHZ)}, and by repeating once more the same

argument previously used,

4 m
AGEE| s o’ :y—||f||2 +L2A 2, (4.49)
D(A)H 5

0

4
Vs

forall yeD, teR, s>T,.
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D(A)H] which, in addition, is

This means that the ball B* = B, (0, p,) is bounded setin C
D(ANHS

uniformly pullback absorbing for the family of operators U, (-,-). As B' is a bounded set in
C, 4, then there exists T, > r such that

U,(tt—s)B' B!, VteR, s>T, (4.50)

B

and, therefore, the bounded set B CCD(A) .. given by

B*= Uu%ul(t,t —s)B'cB'c B, (4.51)

teR

is uniformly pullback absorbing for U, (,,-) in C, .

By Ascoli-Arzela theorem, we can prove that BZis compact, so

{B(t)z?}teR is a family of compact subsets in C, ,,, which is also uniformly pullback
attracting for U (-,-) , and the proof has been completed.

5 CONCLUSIONS

The paper's main results deal with the pullback attractors of the Higher-order Kirchhoff-type
equation (1.1) with strong nonlinear damping and delays. In section 2, we introduce some
basic concepts. Under of the proper assume, in section 3, we prove the existence and
uniqueness of the solution by Galerkin method. At last, in section 4, we obtain the existence
of the pullback attractor. The technology we use is introduced in [6], that is, we divide the
semigroup into two: the one is a asymptotically close to O,while the other is uniformly
compact, so we can get the pullback attractor.
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