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ABSTRACT 

 

Several research works have studied on the performance of variable selection techniques in 

logistic regression but were limited to models without interaction. In this research, we considered 

a comparative study of some variable selection techniques in logistic regression for models with 

and without interaction. Newton Raphson iteration method was applied to obtain coefficients of 

the variables in the full model (model without interaction). The performance of each technique 

was judged by their Akaike Information Criterion (AIC) value and the value of the Area under 

Reciever’s Operating Characteristic (AROC) curve. Our findings show that for models without 

interaction, the forward stepwise, backward stepwise and best subset methods gave same result. 

Also, for model with interaction, Best subset method outperformed the other two methods. The 

AROC also revealed that the model fitted using these three methods have an excellent 

discrimination ability. 

 

1. INTRODUCTION 

 

Logistic Regression is an approach to studying relationship among variables when the dependent 

variable is categorical (dichotomous, polytomous or ordinal). Binomial logistic regression or 

binary logistic regression is an aspect of logistic regression that deals with a dependent variable 

with dichotomous outcome (pass or fail, success or failure, dead or alive, etc). Statistical 

modeling is aimed at fitting a model with a minimized number of variables which gives a better 

description of the data and also results in numerical stability. Some commonly used methods for 

selecting variables in logistic regression include forward selection, backward elimination, 

stepwise selection, best subset selection, purposeful selection, tabu search, and Bayesian model 

averaging.  

 

Wang et al. (2004) compared the performance of Bayesian Model Averaging method and 

stepwise selection method. Their work result in a conclusion that the Bayesian Model Averaging 

is better that the stepwise selection method. Saker at el. (2009) conducted a study which was 

aimed at selecting variables for fitting a model for the explanatory variable. They used both 

stepwise selection method and best subset selection method for variable selection. Their findings 

revealed that both methods gave same results, but they did not consider comparing the 

performance of these methods when there are interaction factors present in the model. Hosmer 

and Lemeshow (2000) also showed that both stepwise selection method and Best subset selection 

method selected same variables using the UIS data. They also did not consider variable selection 

when interaction factors are present. 

 

In the absence of comparison of the performance of these three variable selection methods when 
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interaction factors are present in the model, we are studying the performance of these selection 

methods to identify the one which is more reliable in the presence of interaction using the 

model’s AkaikeInformation Criterion (AIC) value and the Area Under the Reciever’s Operating 

Characteristic (ROC) curveas a measure for this comparison. 

 

This work is limited to the use of these variable selection techniques in Binary Logistic 

Regression and did not extend beyond models with two factor interactions. 

 

2. METHODS 

 

A model (without interaction) containing all variables is fitted and these three selection 

techniques are used to select variables that are considered important. Following this selection is a 

selection of variables using these three selection techniques when two factor interactions are 

present.  The preferred technique resulting in the suitable fitted model is judged using the 

Akaike Information Criterion (AIC) and the Area under Receiver’s Operating Characteristic 

(AROC) curve. We performed Newton Raphson Iteration to obtain the coefficient of the 

variables in the full model (model with all main effect factors).  Best subset selection method 

was done with XLMINER and SPSS 20 was used for forward stepwise, backward stepwise 

selection and Area under Receiver’s Operating Characteristic (AROC) curve. To compare the 

performance of Best Subset method to other methods, the set of variables resulting in a model 

with minimum AIC among the selected subsets of models is compared with the AIC resulting 

from the set of variables selected by other methods. 

 

2.1 Data 
The data is a primary data collected (using a questionnaire) from commercial motorcycle 

operator who carry out their commercial motorcycle operation within some (Aluu, Omagwa, 

Isiokpo and Elele) areas of Ikwerre Local Government Area. Data was collected from loading 

points in Aluu, Omagwa, Isiokpo and Elele using a questionnaire. Out of a total of 705 

motorcycle operators who are members of the commercial motorcycle operator’s union in 

Ikwerre Local Government Area, a total of 303 motorcycle operators took part in the survey and 

274 filled their questionnaire correctly, while 29 of them had some issues with their response. 

The 274 motorcycle operators whose questionnaires were correctly filled were used as the cases 

for the study. There are seven independent variables with Crash Involvement as the dependent 

variable. Dummy variable coding method was used for coding the variables. The variables and 

variable coding are shown in Table 1. 

 

Table 1. Categorical variable coding 
Variable Measurement/category Parameter coding  

1 2 

Crash Involvement  Not-involved (0) 0  

Involved (1) 1  

Motorcycle Ownership Rented (0) 0  

Owner-operator (1) 1  

Age Less than 30 years (1) 0 0 
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30-40 years (2) 1 0 

Above 40 years (3) 0 1 

Possession of Valid 

Driver’s License  

Have no valid license (0) 0  

Have valid license (1) 1  

Knowledge of Road Signs Have no knowledge of road signs (0) 0  

Have knowledge of road signs (1) 1  

Alcohol Intake No (0) 0  

Yes (1) 1  

Marital Status Single (0) 0  

Married (1) 1  

Educational Status  Have no formal education (1) 0 0 

Primary education (2) 1 0 

Secondary education and above (3) 0 1 

 

2.2 Logistic Regression Model 

Let N be the number of subjects/population in the dataset,  

, where  is a collection of the outcomes of the   subject associated 

with the k independent random variable and a constant ( , 

i.e,  

Let , where  

 are binomial random variables (dependent variables) with values one for 

success and zero for failure.  

Let  be a column vector with the k independent variables as its elements. 

Let , where  denotes the number of observation for the  subject.  

The probability of success occurring in the  population is 

 (1.1) 

 The Multiple Logistic Regression Model is defined as 

 (1.2)  

 is the constant term and  is the Logistic Regression coefficient for the  

variable. 

The Multiple Logistic Regression Model with two factor interaction is defined as 
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(1.3) 

where  is the Logistic Regression coefficient of the interaction between 

the ( th variable and the  variable.  

The logit of (3.3) is defined as  

 (1.4)           

In (1.3) and (1.4),  variable and the variable are design 

variables of same factor. 

 

2.3 Parameter estimation 

The method of estimation adopted for the estimation of the Logistic Regression model parameters 

is the method of maximum likelihood.  

Let the likelihood function be denoted by . 

 (1.5) 

Although  is a constant term in the likelihood function and maximizing  

gives same result as maximizing  

 

since  does not contain , for  

 , .  

Therefore,  

 (1.6) 

  (1.7) 

(1.8) 

TheNewton-Raphson equation for iteration is defined as  

(1.9) 

 

,  

 (1.10) 

where  
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and  

For the first step of the iteration ( ), we guess the elements of  ( ) and use our 

guess to find . In the next iteration ( ), the result for  which is  is 

substituted for   in equation (1.9) and then we solve for .The iteration process 

continues until  Note that at any step of the iteration, the elements of  are used to 

solve for  which is further used for finding  at that step. 

 

2.3.1 Variance and covariance 

The variance covariance matrix denoted by  is defined as  

   (1.11) 

The diagonal elements in are the variance of the Logistic Regression coefficients while the off 

diagonal elements are the covariance. To compute  in T, we make use of our maximum 

likelihood estimates  

 

2.3.2 Standard Error and Confidence Interval 

The standard error of the jth Logistic Regression coefficient denoted as  is defined as 

(1.12) 

The  confidence interval estimate of the  Logistic Regression coefficient, 

denoted as  is 

  (1.13) 

Where  is the normal critical value of a two-tail test of size . 

 

2.4 Likelihood ratio test 

The likelihood ratio test is used for comparing the likelihood ratio of one Logistic Regression 

model to another. Let G denote the statistic used for this comparison. 

(1.14) 

 (1.15) 

Supposing that   are independent variables of a Logistic Regression model, 

To test , we fit 

 and 

and then compute the log-likelihood of each model. 

Likelihood of the full model is , where  

 

Also, the likelihood of the reduced model is  , where  
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 If , we reject the null hypothesis and conclude at  level of significance that 

the variable contributes significantly to the prediction of the dependent variable if it is included 

in the model.       

 

2.5 Area under the Receiver Operating Characteristic (ROC) curve.  

Classification is done using a cut-off point between zero and one which is chosen by the researcher. 

This cut-off point if not well selected may lead to an inaccurate classification. The area under the 

ROC curve gives a very good description of classification accuracy. To produce an ROC curve, we 

plot the probability of detecting a true signal (sensitivity) and false signal (1-specificity) for an 

entire range of cut-off points. The area under the ROC curve ranges from zero to one and it gives a 

measure of the model’s ability to discriminate between those subjects who experience the outcome 

of interest versus those who do not. 

According to Hosmer and Lemeshow (2000), if area under , this suggests no 

discrimination, if , this is considered an acceptable 

discrimination if , this is considered an excellent 

discrimination, if , this is considered an outstanding 

discrimination. 

 

2.5.1 Estimate of area under ROC curve 

Let  be the set of subjects with  and  the set of subjects with . 

Let , where in  is a pair of an element in  and an 

element in , and n is the number of elements in  multiplied by the number of element in  

or the total number of pairs of subjects with  and subjects with . 

For each pair, we compare the estimated odd of the subject with  and the estimated odd 

for the subject with . 

Let us define , where  is a value assigned to  based on comparison of the 

estimated odd of subjects in .  

For each :  if the estimated odd of the subject with  is greater than the estimated 

odd of the subject with  if the estimated odd of the subject with  is equal 

to the estimated odd of the subject with  if the estimated odd of the subject with 

 is less than the estimated odd of the subject with  

The estimate of the area under the ROC curve is .  

 

2.6    Stepwise Logistic Regression 

In regression analysis, a collection of variables (independent) are studied to know the association 

of such variables with a particular variable (dependent). This collection of independent variables 

contains important and unimportant ones. Stepwise Regression is employed to carry out a 

stepwise selection procedure aimed at screening this collection of variables, and fitting several 

Logistic Regression equations simultaneously. The selection procedure is based on a statistical 
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algorithm which carries out a check for important variables, and either add or delete them in 

accordance with a decision rule. The importance of an independent variable depends on a 

measure of the significance of the coefficient of that variable. In Logistic Regression, 

significance of a variable is determined using the likelihood ratio chi-square test. The most 

important variable is usually the variable with the largest change in log-likelihood relative to the 

model not containing the variable. The steps for Forward Stepwise selection and Backward 

Stepwise selection are as follow: 

 

2.6.1 Forward Stepwise selection 

STEP 0 

Let  denote the log-likelihood of the intercept only model,  

denote the log-likelihood of the model containing the jth independent variable, 

,  where  if  is continuous and  if 

 is polytomous, 

, 

denote the most important variable at step zero, 

 denotes the  to judge the importance of a variable 

Compute  and move to step 1 if  , if otherwise, terminate the process. 

 

STEP 1 

denote the log-likelihood of the model containing ,  

denote the log-likelihood of the model containing  

, be the likelihood statistic of the model containing  and versus 

the model containing only , 

,  

denote the variable with minimum p-value when added to the model containing ,  

 . Compute   and proceed to step 2 if , stop if otherwise. 

 

STEP 2 

Let denote the log-likelihood of the model without  

, where  is the likelihood of the model 

containing , 

.  

Let  denote the variable that yields the maximum p-value when removed from the model 

containing , 

. 

Remove  if , where denote the  for removal of a variable. If , 

 remains in the model and then we fit a model containing 
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Let denote the log-likelihood of the model 

containing , 

,  

.  

Compute  and move to step 3 if  , if otherwise, terminate the process. 

 

STEP 3 

The procedure in STEP 3 is similar to the procedure in STEP 2. The process continues in this 

manner until the last step, STEP S. 

 

STEP S  

The final step occurs when all k variables have entered the model or when all the variables that are 

in the model have p-values to remove less than , and the variables not in  the model have 

p-value to enter greater than . 

 

2.6.2 Backward Stepwise selection 

STEP 0 

Let  denote the log-likelihood of the full model,  

denote the log-likelihood of the model not containing the jth independent variable, 

, 

 is continuous and  if  is polytomous, 

, 

denote the most unimportant variable at step zero, 

denote the  to judge the unimportance of a variable 

Compute  and move to step 1 if  , if otherwise, terminate the process. 

 

STEP 1 

denote the log-likelihood of the model not containing ,  

denote the log-likelihood of the model not containing  

, be the likelihood statistic of the model not containing  and  

versus the model not containing only , 

,  

denote the variable with maximum p-value when removed from the model not containing ,  

 . Compute   and proceed to step 2 if , stop if otherwise. 

 

STEP 2 

Let denote the log-likelihood of the model containing and other variables not 
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removed in step one. 

, where  is the likelihood of the model not 

containing , 

.  

Let  denote the variable that yields the minimum p-value when entered into the model not 

containing , 

. 

Enter  if , where denote the  for entering of a variable. If , 

 is removed from the model and then we fit a model not containing  

 
Let denote the log-likelihood of the model not 

containing , 

,  

.  

Compute  and move to step 3 if  , if otherwise, terminate the process. 

 

STEP 3 

The procedure in STEP 3 is similar to the procedure in STEP 2. The process continues in this 

manner until the last step, STEP S. 

 

STEPS  

The final step occurs when all k variables have been removed from the model or when all the 

variables that are not in the model have p-values to enter greater than , and the variables in  the 

model have p-value to be removed less than . 

 

2.7 Best subset Logistic Regression 

Best subset logistic regression is another method used for variable selection. This method of 

variable selection searches for the best model among models with equal number of variables, 

based on some criterion (Mallow’s Cq, AR
2
, etc.).  

Best subset selection method is used to select the model with the minimum Cq or the maximum 

AR
2
 from the set of models with one variable, two variables, three variables, etc. 

Hosmer et al. (1989) showed how to conduct best subset selection in logistic regression using any 

software capable of performing best subset linear regression analysis when weights are involved. 

To conduct best subset logistic regression using a linear regression program, it is required that we 

already know the coefficients of the logistic regression variables.  

 

 
, where  
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Let , where  is an  design matrix for the subset of q variables in the 

model and the constant, and  is an  matrix containing the remaining . 

Let us also partition the vector of coefficients for  and  as 

. The resulting information matrix (I) is  

, where  , , and .  

The estimator of the coefficient vector  obtained from the linear regression of Z on  using 

weighted matrix V is  

(1.16) 

The vector of fitted values for  obtained using linear regression is  

.                          (1.17) 

The residual sum of squares for the fitted model containing variables in  is  

 

(3.38) 

 
(1.18) 

The Mallow’s Cq statistic for a particular subset of q variables, using linear regression is  

(1.19) 

 

2.8 Akaike Information Criterion (AIC) 

Akaike Information Criterion (AIC) is a measure which enables the comparison of a set of 

statistical models to identify the model which minimizes information lost. From a set of 

statistical models, AIC gives an estimate of the quality of each of the model relative to each of 

the other model. 

AIC is defined as  

, where k is the number of estimated parameters in the model 

Assuming that there are five models for comparison, if we define the AIC’s of these models 

as , , and  , then the model having min( , ) is 

the best model among these five models. 

 

3. RESULTS 

3.1 The Logistic Regression Model with only the constant term  

The Logistic Regression model with only the constant term is defined as 
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3.1.1 Parameter Estimation 

 

 

, ,   

 
 

3.1.2 Model Likelihood 

 
=  

 ,  

 

3.2 Logistic Regression model without interaction 

The Logistic regression model without interaction, described by Equation 1.2 is defined as 

follow 

 (MO) 

Possesion of valid driver’s license (POVDL) 

 
 (KORS) 

 

 

 

 
Secondary education and above (EDU2) 

 

 

3.2.1 Parameter estimation 

3.2.1.1 Logistic Regression coefficient estimation using Newton-Raphson iteration method. 

. Let  be a zero vector, 
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=  
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Since  the iteration converges at the fifth iteration and  is the vector of our 

maximum likelihood estimates of the Logistic Regression Model coefficients.  

 
3.2.1.2 Variance and Standard error of estimate 

At the fifth iteration, 

=  
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3.2.2 Variable selection for model without interaction 

For Forward and Backward stepwise logistic regression,  and . 

Table 2. Summary of Mallow’s Cq, AIC and AROC for selected models (model without 

interaction) 
Selection 

Method  

Variables in the 

model 

Cq AIC AROC 

Forward 

stepwise 
 

 

6.500 238.493 0.845 

Backward 

stepwise  
 

 

6.500 238.493 0.845 

Best subset  

 

6.500 238.493 0.845 

 

3.3 The Logistic regression model with two factor interaction 

The Logistic regression model with interaction,described by Equation 1.3 is defined as follow 

(MO) 

Possesion of Valid Driver’s License (POVDL) 

 
 (KORS) 
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3.3.1 Variable selection for models with two factor interaction. 

For Forward and Backward stepwise logistic regression,  and . 

 

Table 3. Summary of AIC and AROC for selected models (model with interaction) 
Selection 

Method  

Variables in the model AIC AROC 

Forward 

stepwise 

 

 

 

 

226.512 0.862 

Backward 

stepwise  

 

 

 

220.568 0.868 

Best 

subset 
 

 

220.185 0.871 

 

4. DISCUSSION 

 

The data analyzed contains seven dependent variables with 274 observations. The independent 

variables are Motorcycle Ownership ( , Possession of Valid Driver’s License ( , Alchohol 

Intake ( , Knowledge of Road Signs (  Marital Status ( , AGE1 [30-40 ( ], AGE2 

[above 40 ( ], EDU1 [Primary education ( ], EDU2 [Secondary education and above ( ]. 

We used the Newton Ralphson iteration method to obtain coefficients of the variables in the full 

model (model without interaction factors). We also performed variable selection to fit a model not 

containing interaction factors and a model containing two factor interactions using Forward 

Stepwise, Backward Stepwise, and Best Subset methods of variable selection.  

 

4.1 Model without interaction 

The variables considered for selection are . The three 

selection techniques employed excluded . Table 2 gave a summary of the Mallow’s Cq, 

AIC and AROC for selected models. The information on Table 2 show that Best subset method, 

Forward stepwise method and backward stepwisemethod selected same set of variables 

( )[Mallow’s Cq (6.500) AIC (238.493), and AROC (0.845)]. This 

shows that forward stepwise method, backward stepwise method and best subset method has equal 

performance for selecting variables when interaction factors are not present.  

The resulting AROC values for the models in Table 2 are all between 0.8 and 0.9, which indicates 

that the fitted models have excellent discrimination ability.  

 

4.2 Model with interaction 

For model with interaction, there are differences in the variables selected by the three variable 

selection methods adopted in this research work.  
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Best Subset method selected 25 models from which we chose the model [variable in the model 

( )]  with the smallest AIC value (220.185)  (see 

Table 5). 

Backward Stepwise method selected a model [variable in the model  

] with larger AIC value (220.568) compared to the AIC value (220.185) 

of the selected model with minimum AIC value among models selected using Best subset 

method (see Table 3). 

Forward Stepwise method selected a set of variables resulting in a model [variable in the model 

with the largest AIC value (226.512) and the smallest AROC value (0.862) (see Table 3). 

The model with the smallest AIC value among models selected using Best Subset method have 

AIC value smaller than the model fitted with the variables selected using Forward Stepwise 

selection method and Backward Stepwise selection method. Table 3 shows the AIC values and 

the AROC values for the models selected by each selection technique.  

From Table3, the method with the best performance for fitting a model containing two factor 

interactions is the Best subset method which fitted a model [variables in the model 

( )] with the minimum AIC value (220.185) and 

maximum AROC value (0.871) when compared to that of Backward Stepwise selection method 

and Forward Stepwise method. 

 

5. CONCLUSION 

In conclusion, 

 The three methods of variable selection considered in this study have same performance in 

selecting variables for fitting a model without interaction. 

 Best subset method outperformed Backward Stepwise method and Forward stepwise 

method in selecting variables for fitting a model with two factor interaction. 

 All the models selected have excellent discrimination ability. 
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APPENDIX 

Table 4. Summary of all selected models (model without interaction) using best subset method 
Table 5. Summary of all selected models (model with interaction) using best subset method 

k-1 Variable in the model RSS Cq -2LL AIC 

1  287.434 12.7613 261.788 265.788 

2  280.269 7.7136 253.913 259.913 

3  276.164 5.6748 240.251 248.251 

4  271.112 2.7049 229.406 239.406 

5  268.323 1.9618 219.652 231.652 

6  

 

264.976 0.6691 213.569 227.569 

7  

 

262.185 -0.0770 204.704 220.704 

8  

 

260.019 -0.2074 202.185 220.185 

9  

 

258.287 0.0887 200.393 220.393 

10  
,  

257.148 0.9684 199.213 221.213 

11  
, ,  

255.605 1.4503 197.522 221.522 

12  
, , ,  

255.063 2.9166 196.951 222.951 

13  
, , , 

,  

254.576 4.4381 196.453 224.453 

14  
, , , 

,  

254.015 5.8857 195.241 225.241 

15  
, , , 

,  

253.519 7.3980 194.796 226.796 

16  
, 

, , ,  

253.264 9.1474 194.486 228.486 

17  
, , 

, ,  

252.854 10.7437 194.266 230.266 

18  
, 

, , ,  

252.599 12.4923 193.936 231.936 
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19  
, , 

 

, ,  

252.455 14.3511 193.743 233.743 

20  

, , , ,  

252.323 16.2217 193.692 235.692 

21  

, , , ,  

252.198 18.0990 193.659 237.659 

22  

, , , ,  

 

252.114 20.0161 193.612 239.612 

23  

, , , , 

 

252.100 22.002 193.582 241.582 

24  

, , , 

 

252.098 24.0003 193.560 243.56 

25 , , 

, , , 

 

252.098 26 193.549 245.549 

  
 

k-1 Variable in the model SSE Cq -2LL AIC 

1  293.9354 25.749 261.788 265.788 

2  288.0576 21.834 251.658 257.658 

3  279.6204 15.345 241.144 249.144 

4  274.6962 12.391 234.867 244.867 

5  270.1564 9.823 230.078 242.078 

6  265.3246 6.961 224.898 238.898 

7  262.8789 6.500 222.493 238.493 

8  262.6844 8.305 222.296 240.296 

9  262.3816 10 221.985 241.985 


