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ABSTRACT 

 

Conjugate gradient method is an important technique for solving unconstrained optimization 

problems. In this paper, we modified the conjugate gradient method by introducing some 

parameters to the value of conjugate gradient coefficient (𝛽𝑖) in the descent direction. The 

modified conjugate gradient algorithm was then applied to solve some nonlinear unconstrained 

optimization problems after establishing the convergence criteria. The results obtained 

compares favourably with existing results. 
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INTRODUCTION 

 

Conjugate gradient method is an efficient and organized tool for solving nonlinear optimization 

problems. The method is popularly used by mathematician, engineers and those who are 

interested in solving large scale optimization problems, Mital (1976), Liu and Storey (1991) 

and Wei et al. (2006). 

 

A lot of researchers have worked on conjugate gradient methods for solving nonlinear 

unconstrained optimization problems. Can (2013) considered a modified conjugate gradient 

method for unconstrained optimization, Jie and Zhong (2019) looked at a modified spectral 

PRP conjugate gradient projection method for solving large-scale monotone equations and its 

application in compressed sensing. Li et al. (2006) worked on global convergence of a modified 

Fletcher-Reeves conjugate gradient method with Armijo-type line search. Waziri and Adeboye 

(2007) considered conjugate gradient method with Ritz method for the solution of boundary 

value problems. Raji and Oke (2015) looked at higher order conjugate gradient method for 

solving continuous optimal control problems, to mention a few. None of these researchers had 

considered the kind of modification we made to the value of conjugate gradient coefficient (𝛽𝑖) 

in the descent direction of the newly modified conjugate gradient method. 

In this paper, we considered an unconstraint optimization problem of the form: 

                                                                                                              (1) 

where  is continuously differentiable with available gradient 𝑔(𝑥), Fletcher and 

Reeves (1964), Hager and Zhang (2003) and Oke (2014). Generally, conjugate gradient method 

(CGM) generates an iterative sequence  defined by 

                                                                               (2) 

where  is a line search and  is a search descent direction defined by 

                                                                             (3) 



 European Journal of Basic and Applied Sciences   Vol. 6 No. 2, 2019 
  ISSN 2059-3058 

Progressive Academic Publishing, UK   Page 18  www.idpublications.org 

where the term  is the gradient at i-th iteration and  is a scalar, Fletcher and 

Reeves (1964) and Sun and Yuan (2006).   is given by   

                                                                                  (4) 

An effective method for the generation of conjugate directions proposed by Hestenes and 

Stiefel (1952) is the so-called conjugate-gradient method. In this method, directions are 

generated sequentially, one per iteration. For iteration , a new point  is generated by 

using the previous direction . Then a new direction  is generated by adding a vector  

to , the negative of the gradient at the new point. Restarting and preconditioning are very 

important in this case in order to improve the CGM. Some of well-known CGMs are: 

𝛽𝑖
𝐻𝑆 =

𝑔𝑖+1
𝑇 𝑦𝑖

𝑝𝑖
𝑇𝑦𝑖

,  Hestenes and Stiefel (1952),  

𝛽𝑖
𝐹𝑅 =

‖𝑔𝑖+1‖2

‖𝑔𝑖‖2 , Fletcher and Reeves (1964),   

𝛽𝑖
𝐿𝑆 =

𝑔𝑖+1
𝑇 𝑦𝑖

−𝑝𝑖
𝑇𝑔𝑖

, Liu and Storey (1991), 

𝛽𝑖
𝐷𝑌 =

‖𝑔𝑖+1‖2

𝑝𝑖
𝑇𝑦𝑖

, Dai and Yuan (1999), 

𝛽𝐾
𝑊𝑌𝐿 =

𝑔𝑖+1
𝑇 (𝑔𝑖−

‖𝑔𝑖+1‖

‖𝑔𝑖‖
𝑔𝑖)

‖𝑔𝑖‖2 , Wei et al. (2006) 

where 𝑦𝑖 = 𝑔𝑖+1 − 𝑔𝑖 

The CGM is a variant of the gradient method. In its simplest form, the gradient method uses 

the iterative scheme to generate a sequence of vectors which converge to the minimum 

of . The parameter  in the algorithm is the step length of the descent direction sequence. 

In particular, if 𝑓 is a function on a Hilbert space  such that in , 𝑓 admits a Taylor series 

expansion 

                                                                                          (5) 

where  and 𝐴 is a symmetric, positive definite, linear operator. It can be shown that 

𝑓 possesses a unique minimum  and that , Dai and Yuan (1999). The CGM 

algorithm for iteratively locating the minimum  of  in  is described in Dai and Yuan 

(1999), Fletcher and Powell (1963), Fletcher and Reeves (1964) and Fletcher (1987). 

 

MATERIALS AND METHODS 

In this research work, a new value of conjugate gradient coefficient (𝛽𝑖) in the descent direction 

was constructed. The algorithm of the proposed newly Modified Conjugate Gradient Method 

(MCGM) for solving nonlinear unconstrained optimization problems is as follows: 

Guess the initial element        

  

Compute the gradient of the function at initial guess     

  

Compute the descent direction                    

Set     

   

 where      
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Compute     

   

Update the descent direction     

    

 where ,                        

If for some then, terminate the sequence; else set and go to Step 4

      

In the iterative steps 2 through 7 above,  denotes the gradient of the function f at    

denotes the descent direction at i-th step of the algorithm and  denotes the step length of the 

descent sequence  Steps 4, 5, 6 and 7 of the algorithm reveal the crucial role of the linear 

operator 𝐴 in determining the step length of the descent sequence and also in generating a 

conjugate direction of search.  

In the newly modified conjugate gradient method (MCGM), our 𝛽𝑖 in the descent direction is 

given by    while in CGM, we have the value of 𝛽𝑖  as  . 

Based on the seventh step of MCGM in solving problems, we can use any of the following to 

set the stopping creteria. 

* The function is said to have converged when the gradient value is zero, Polyak (1969).  

* The Gradient Norm can also be used as the stopping criterion to determine the convergence 

of the function as the gradient norm tends towards zero, Fletcher and Powell (1963) and 

Polyak (1969). 

* The solution can be compared with the analytical results or existing results using other 

methods. 

 We applied the theorems in Polyak (1969) and Horn and Johnson (1985) to show that the 

descent direction given in our newly modified conjugate gradient algorithm is indeed a 

conjugate direction by showing that the set {pi} are conjugate with respect to the linear 

operator 𝐴 and that 𝛼𝑖 is chosen at each step to minimize  𝑓(𝑥𝑖 +  𝛼𝑖𝑝𝑖), so as to have a 

descent sequence. 

 

Convergence Analysis  

We will now present the convergence properties of our new 𝛽𝑖 by first establishing the 

sufficient condition to be satisfied by the search direction.     

   

Theorem:  

Suppose that the sequence 𝑔𝑖 and 𝑝𝑖 are generated by the MCGM algorithm, and the step length 

is determined by a symmetric and positive definite operator 𝐴 in step 5 above. If we choose 

𝜎 < 1
1000⁄ , then the sequence 𝑝𝑖 satisfy the sufficient descent condition   𝑔𝑖

𝑇𝑝𝑖 ≤ −𝐶‖𝑔𝑖‖
2 

where C is a constant, Jie and Zhong (2019) and Li et al. (2006). 

  

Proof  

From step 6, we have 𝛽𝑖 =
−(𝑔𝑖+1+𝑔𝑖)𝑇𝑔𝑖+1

𝑝𝑖
𝑇𝑔𝑖

                  (6) 

Applying the above condition in 𝛽𝑖, we have 

=
−‖𝑔𝑖+1‖2−𝑔𝑖

𝑇𝑔𝑖+1

𝑝𝑖
𝑇𝑔𝑖

≤
−‖𝑔𝑖+1‖2

‖𝑝𝑖‖2                     (7) 

with ‖𝑔𝑖+1‖ as the Euclidean norm of vectors. By using (3), we have: 
𝑔𝑖+1

𝑇𝑝𝑖

‖𝑔𝑖+1‖2
= −1 + 𝛽𝑖

𝑔𝑖+1
𝑇𝑝𝑖

‖𝑔𝑖+1‖2
         (8) 
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The descent property is shown by induction, since 𝑔0
𝑇𝑝0 = −‖𝑔0‖2 < 0  𝑎𝑛𝑑 𝑔0 ≠ 0 

Suppose 𝑝𝑖, 𝑖 = 1, 2, … , 𝑘 are all descent direction. By using step 6 and the inequalities in (7), 

we obtain the following: 

𝛽𝑖|𝑔𝑖+1
𝑇𝑝𝑖| ≤

‖𝑔𝑖+1‖2

‖𝑝𝑖‖2
𝜎(𝑔𝑖

𝑇𝑝𝑖) 

𝜎
‖𝑔𝑖+1‖2

‖𝑔𝑖‖2
(𝑔𝑖

𝑇𝑝𝑖) ≤ 𝛽𝑖 𝑔𝑖+1
𝑇𝑝𝑖 ≤ −𝜎

‖𝑔𝑖+1‖2

‖𝑝𝑖‖2
(𝑔𝑖

𝑇𝑝𝑖)       (9) 

From (8) and (9), we can deduce that: 

−1 + 𝜎
𝑔𝑖+1

𝑇𝑝𝑖+1

‖𝑝𝑖‖2 ≤
𝑔𝑖+1

𝑇𝑝𝑖

‖𝑔𝑖+1‖2 ≤ −1 − 𝜎
𝑔𝑖+1

𝑇𝑝𝑖

‖𝑝𝑖‖2                  (10) 

Since  𝑔0
𝑇𝑝0 = −‖𝑔0‖2, we can repeat the process to get 

−1 + 𝜎(1) ≤
𝑔0

𝑇𝑝0

‖𝑔0‖2 ≤≤ −1 − 𝜎(−1)                 (11) 

−1 − ∑ 𝜎𝑖𝑘
𝑖=1 ≤

𝑔𝑖+1
𝑇𝑝𝑖+1

‖𝑔𝑖+1‖2
≤ −1 − ∑ 𝜎𝑖𝑘

𝑖=1                  (12) 

−1 − ∑ 𝜎𝑖𝑘
𝑖=1 ≤

𝑔𝑖+1
𝑇𝑝𝑖+1

‖𝑔𝑖+1‖2 ≤ −2 − 1 + ∑ 𝜎𝑖𝑘
𝑖=1                 (13) 

− ∑ 𝜎𝑖𝑘
𝑖=1 ≤

𝑔𝑖+1
𝑇𝑝𝑖+1

‖𝑔𝑖+1‖2 ≤ −2 + ∑ 𝜎𝑖𝑘
𝑖=1                  (14) 

Recall that 

∑ [𝜎]𝑖𝑘
𝑖=1 = ∑ [𝜎]𝑖∞

𝑖=1 =
1

1−𝜎
                              (15) 

Then, (14) can written as  

−
1

1−𝜎
≤

𝑔𝑖+1
𝑇𝑝𝑖+1

‖𝑔𝑖+1‖2 ≤ −2 +
1

1−𝜎
                  (16) 

Therefore, by applying the method of induction 𝑔𝑖
𝑇𝑝𝑖 < 0 hold for all 𝑖 ≥ 0 

Let 𝐶 = 2 −
1

1−𝜎
                     (17) 

where 𝐶 ∈ (0, 1), then 

𝐶 − 2 ≤
𝑔𝑖+1

𝑇𝑝𝑖+1

‖𝑔𝑖+1‖2 ≤ −𝐶                   (18) 

Thus, this completes the proof. 

 

RESULTS AND DISCUSSION 

 

We now test the performance of our newly modified Conjugate gradient method on a number 

of unconstrained optimization problems.  

The following problems were evaluated and the results are shown in tables 1 to 5 using the 

superliner and gradient norm values of the newly Modified Conjugate Gradient Method as the 

bases of convergence. 

 

Problem 1 

 
Problem 2 

 
Problem 3 

 
Problem 4 
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Problem 5 

 
 

Table 1: Solution to Problem 1 

Iteration   

MCGM 

Function 

Value(s) 

CGM 

Function 

Value(s) 

MCGM 

Gradient 

Norm 

CGM 

Gradient 

Norm 

0                   2 -1 85 85 772 772 

1 5.7056 1.1616 25.4016 25.4016 125.5042253 125.5042253 

2 5.00000000026 6.0000000003 2.8𝑒−21 
8.32𝑒−14 8.49𝑒−22 

5.67𝑒−14 

 

Table 2: Solution to Problem 2 

Iteratio

n   

MCGM 

Function 

Value(s) 

CGM 

Function 

Value(s) 

MCGM 

Gradient 

Norm 

CGM 

Gradient 

Norm 

0 1 1 148 148 5200 5200 

1 
1.22283167

6 
5.0109701752 

3.159410354

5 

3.1594103 
12.67230065 

12.6723007 

2 
3.00000000

1 
5.00000000001  

-2.842𝑒−14 
 

2.4802298 

 

Table 3: Solution to Problem 3 

Iteratio

n   

MCGM 

Function 

Value(s) 

CGM 

Function 

Value(s) 

MCGM 

Gradient  

Norm 

CGM 

Gradient  

Norm 

0 2.2 -0.44 24.2 24.2 7763.36 7763.36 

1 
2.17794555

2 

0.001088

9 

4.74356541

3 

4.7435654

1 

19.0212217

7 

19.02122

2 

2 
5.00000217

 
-1.36  

 
7.572  

 
0.302

 

 

Table 4: Solution to Problem 4 

Iteration   

MCGM 

Function 

Value(s) 

CGM 

Function 

Value(s) 

MCGM 

Gradient 

Norm 

CGM 

Gradient 

Norm 

0 10 -5 25 25 25 25 

1 5 -5 12.5 12.5 25 25 

2 0 0 0 0 0 0 

 

Table 5: Solution to Problem 5 

Iteration   

MCGM 

Function 

Value(s) 

CGM 

Function 

Value(s) 

MCGM 

Gradient 

Norm 

CGM 

Gradient 

Norm 
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0 0 0 0 0 2 2 

1 -1 1 -1 -1 2 2 

2 -1 1.5 -1.25 -1.25 0 0 

       

From table 1, we can easily see that the gradient norm for MCGM is less than that of CGM. 

The same is also true for problems 2 and 3 as shown in tables 2 and 3. This clearly shows that 

the MCGM performs better than the CGM. In problems 4 and 5, as we can see in tables 4 and 

5, the MCGM has the same gradient norm as the CGM. 

 

CONCLUSION 

 

From the table of results for the problems considered, we can easily see that the newly modified 

conjugate gradient method (MCGM) is better than the classical conjugate gradient method 

(CGM) on the convergence profile by considering the gradient norm of the problems. It is only 

in problems 4 and 5 that we have the same gradient norms. 
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